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Fairness in Algorithmic Policing 

Abstract: Predictive policing, the practice of using of algorithmic systems to forecast crime, 

is heralded by police departments as the new frontier of crime analysis. At the same time, it 

is opposed by civil rights groups, academics, and media outlets for being “biased” and 

therefore discriminatory against communities of color. This paper argues that the prevailing 

focus on racial bias has overshadowed two normative factors that are essential to a full 

assessment of the moral permissibility of predictive policing: fairness in the social 

distribution of the benefits and burdens of policing as well as the distinctive role of consent 

in determining fair distributions. When these normative factors are given their due attention, 

several requirements emerge for the fair implementation of predictive policing. Among these 

requirements are that police departments inform and solicit buy-in from affected 

communities about strategic decision-making and that departments favor non-enforcement-

oriented interventions. 
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Introduction: a new frontier of policing 

In 2011, the LAPD began an experiment in crime fighting when they implemented a 

computer program called “PredPol” to anticipate the timing and location of crime. PredPol 

is an algorithmic system that takes data about the type, location, and time of crimes as inputs 

and produces predictions about when and where future crimes will occur. PredPol was used 

by the LAPD to forecast future property crime—vehicular theft and theft from a vehicle—at 

highly specific locations and times during a police officer’s patrol shift. PredPol forecasts are 

displayed on a computer screen as “heat maps” consisting of 500x500 square foot boxes, 

each indicating high-crime-risk areas in an officer’s beat. Additional data from recent crime 

reports can be incorporated each day to update the algorithm’s forecast. While the LAPD 

discontinued its PredPol program in the spring of 2020, PredPol has become one of the 

most widely used pieces of predictive policing software in the United States (Miller 2020). 

Dozens of police departments across the country have used or are currently using it to 

allocate patrols (Jouvenal 2016). The lure of predictive policing is that a data-driven 

approach might allow police departments to uncover crime patterns unnoticed by human 

analysts while avoiding human bias in police resource allocation (Selbst 2017). A further 

hope underpinning the adoption of PredPol is that mere visibility in high-crime areas at 

specific locations and times can help police to deter crime without making direct contact 

with offenders (Brantingham, Valasik, and Mohler 2018). 

Predictive policing has received withering criticism in the popular press (Haskins 

2019), by academics (Shapiro 2017; Lum and Isaac 2016; Richardson, Schultz, and Crawford 

2019), and by community organizations like the ACLU and NAACP. One widespread 
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criticism is that predictive policing systems make their predictions on the basis of data that is 

“biased” against racial minorities. This bias leads algorithmic crime forecasts to recommend 

inundating minority communities with police, when in reality those resources would be more 

efficiently spent elsewhere. In this paper I evaluate this widespread criticism, argue that it is 

inconclusive, and explore a new way forward in the debate about the fairness of predictive 

policing. I propose that predictive policing can be unfair even if it is unbiased. The threat of 

unfairness is especially acute in cases where predictive policing produces unequal burdens 

among citizens, and those citizens who are disproportionately burdened by predictive 

policing have legitimately refused consent to the benefits it provides. 

Section 2 addresses the dominant criticism of predictive policing: that predictive 

policing systems make use of racially “biased” data, where data is racially biased insofar as it 

reflects racist policing practices rather than the rate of crime at particular locations or by 

particular people. According to this criticism, predictive policing algorithms systematically 

overrepresent the proportion of criminal activity in predominantly black communities, 

usually to the detriment of those communities. I argue that this objection is not decisive. In 

any particular case, the argument that predictive policing systems are racially biased is often 

inconclusive. 

In section 3, I show that the dominant focus on algorithmic bias omits important 

ethical considerations from the conversation about the permissibility of predictive policing. 

Specifically, the emphasis on bias implies that a predictive policing program is unfair only if 

it makes use of biased data. I illustrate one way in which a non-racially biased predictive 

policing program might be unfair: the program might impose an unequal burden of law 
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enforcement on innocent members of some racial groups for the sake of greater security 

gains on aggregate. This policy could be both unbiased—in the relevant sense—and effective 

while also being unfair. Call this the “Unequal Burdens Argument.” I then devote significant 

space to defending the Unequal Burdens Argument from an objection. According to the 

objection, disproportionately burdening minority communities in this way is not unfair as 

long as those burdens are outweighed by disproportionate benefits in the form of crime 

reduction (Boonin 2011; Risse and Zeckhauser 2004). In responding to this objection, I 

argue that individuals possess the normative authority to exclude their well-being from being 

among the considerations that justify risky interventions. Because predictive policing is a 

risky intervention, the benefits of predictive policing for affected communities count morally 

in favor of the practice only if members of the affected communities endorse or consent to 

policing by algorithm. The upshot of this discussion is that achieving fair predictive policing 

requires going beyond “de-biasing” algorithms. Predictive policing must be welcomed by 

targeted communities to be fair. Section 4 concludes by offering modest practical guidance 

for the implementation of fair predictive policing programs.  

 

1  Preliminaries 

What is predictive policing? 

 While there is no uniform definition of predictive policing, I will follow a definition 

offered by Albert Meijer and Martijn Wessels: “Predictive policing is the collection and 

analysis of data about previous crimes for identification and statistical prediction of 

individuals or geospatial areas with an increased probability of criminal activity to help 
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developing policing intervention and prevention strategies and tactics” (Meijer and Wessels 

2019). This definition includes both persons and places as potential targets of prediction by 

predictive policing systems. Some predictive policing systems, such as Chicago Police 

Department’s “heat list” and the Intelligence-led Policing Program used by the Pasco 

County Sheriff’s Office in Florida (“ILP Manual” 2016) identify individuals who are at a high 

risk of being a victim or offender (Perry et al. 2013; Kump et al. 2016; Ferguson 2017). 

Systems like PredPol and Hunchlab, on the other hand, only make “place-based” predictions 

about future crime. These predictions inform police departments seeking to efficiently 

allocate police resources. If a place or person is deemed high risk, then the police will pay the 

place or person greater attention. 

Before predictive policing systems, crime analysts would generate their own “heat 

maps” of criminal activity, based on expert knowledge, intuition, and experience in the field. 

Predictive policing systems enjoy two advantages compared with this old method: the 

systems can identify patterns in crime data that would go unnoticed by human crime 

analysts, and the systems are less susceptible to biased “hunches” about where crime is likely 

to occur. These systems also provide fine-grained predictions, which allows departments to 

target different types of crime in different places and times throughout a patrol officer’s shift 

(Shapiro 2017: 459). Predictive policing therefore enables departments to deploy resources 

“more accurately in place and time” (Meijer and Wessels 2019: 1033). 

 

Excessive use of force 
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In order to isolate the moral problems with predictive policing, I am going to bracket 

some issues related to systemic police harassment and abuse of people of color. This is not 

to suggest that these issues are not important—they are—or that they do not bear on the 

moral permissibility of predictive policing—they do. If police abuse members of the 

communities to which they are deployed, especially communities of color, this constitutes a 

powerful moral reason not to deploy them there. But my interest in this paper is to 

understand whether there is something morally problematic about using predictive policing 

to conduct policework that is otherwise permitted. For example, many critics of predictive 

policing agree that police are permitted to conduct vehicle and foot patrols of 

neighborhoods, so long as officers on patrol do not harass or abuse residents. What critics 

object to is the practice of deciding where to deploy those patrols on the basis of predictive 

policing forecasts. 

Police legitimacy 

“Police abolitionism,” as it’s sometimes called, is gaining popularity in the United 

States. Some of the most outspoken critics of predictive policing such as the Stop LAPD 

Spying Coalition are police abolitionists (Moravec 2019). For various reasons, police 

abolitionists oppose the use of a state police force to enforce the laws. In this paper I will 

not address general objections to the institution of policing as the dominant form of law 

enforcement of the sort found in Alex Vitale’s recent book The End of Policing (Vitale 2017). 

For the sake of argument, I will set police abolitionism aside and assume that legitimate 

states are justified in using a domestic police force to enforce the law, at least in cases where 

those laws are worthy of being enforced. I further assume that one legitimate aim of policing 
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is the apprehension of individuals who violate the law and the deterrence of individuals from 

violating the law in the first place, when those laws are worthy of being enforced. By 

assuming that police abolitionism is false I am not assuming that particular policing practices 

are beyond reproach. Even if we grant that the institution of policing is legitimate, we may 

yet question whether a particular policing practice is morally justified.  

Racial profiling in disguise 

Finally, I will grant that police departments use programs like PredPol in a good faith 

effort allocate resources to areas with the greatest risk of crime. In granting this, I also grant 

that predictive policing is not an attempt by police departments to disguise the targeting of 

racial minorities. In granting these assumptions, I aim to be as charitable as possible to 

advocates of predictive policing. If I can successfully argue that predictive policing can be 

unfair, and hence impermissible, even when the above assumptions are granted, I will have 

provided an argument that is harder to defeat than one that depends on rejecting some of 

them. 

 

2  Is predictive policing effective? Is it biased against racial minorities? 

In this section I discuss evidence for the efficacy of predictive policing at reducing 

crime, and then I assess the empirical case for the claim that predictive policing is biased 

against racial minorities. When it comes to evaluating the efficacy of a new policing 

technology or practice, what matters is whether subject of evaluation is more effective than the 

status quo, as well as other alternatives to the status quote that we might adopt instead, at 

preventing crime. I will therefore understand a policing policy or strategy to be effective, 
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other things being equal, if it is better than feasible alternative policies at achieving the 

legitimate aims of policing. Because I am assuming that the legitimate aims of policing are 

the apprehension and deterrence of offenders who violate laws that are worthy of being 

enforced, a policing practice or technology is effective if it is better than feasible alternatives at 

deterring and apprehending individuals who (would otherwise) violate laws that are worthy 

of being enforced. 

Why predictive policing seems effective in principle 

A simple observation made by criminologists in the late 1980s, and since confirmed 

by a number of studies, supports the claim that predictive policing is, in principle, an 

effective crime prevention strategy: crime is connected to place (Pierce et al. 1988; Sherman, 

Gartin, and Buerger 1989; Weisburd et al. 1993). Crime is concentrated not only within 

neighborhoods but within specific blocks or groups of blocks within neighborhoods. A non-

algorithmic predecessor of predictive policing called hot spots policing has long 

acknowledged the connection between crime and place. While hot spots policing is itself 

controversial, the effectiveness of hot spots policing is supported by significant evidence 

(Weisburd and Eck 2004; National Research Council 2004; A. Braga, Papachristos, and 

Hureau 2012; A. A. Braga, Papachristos, and Hureau 2014). 

There exists little empirical literature to date on predictive policing’s effectiveness 

(Boba Santos 2019; Meijer and Wessels 2019). Still, policing by algorithm has enjoyed some 

successes. A recent data-driven policing project in Atlantic City found a significant decrease 

in crime rates. The project employed “Risk Terrain Modelling” (RTM), “a method of spatial 

risk analysis used to assess spatial patterns of crime and diagnose how features of a 
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landscape interact and overlap to create unique crime settings” (Caplan, Kennedy, and 

Drawve 2017: 1). Using these forecasts to generate “risk terrain maps,” the Atlantic City PD 

targeted high risk places with extra police presence. Local civic organizations and city 

government also participated by targeting high-risk areas with security improvements. Even 

though these priority areas constituted only 1% of Atlantic City’s overall land area, 

researchers found that targeting these areas correlated with 36% decline in crime in Atlantic 

City in 2017 compared with 2016. A study of the New York City Police Department’s 

predictive policing software concluded that the predictive algorithm was more than twice as 

accurate as human analysts at predicting future crime (Levine et al. 2017). So, some recent 

evidence suggests that some predictive policing algorithms are more accurate than human 

crime analysts. Other studies have shown no difference in the performance of the predictive 

algorithm and human analysts (Perry et al. 2013). 

Is predictive policing racially biased? 

In spite of predictive policing’s early promise, a chorus of activists, journalists, and 

academics have argued that it is ineffective because it is unduly biased against people of 

color. What we can call the “Self-fulfilling Prophecy Objection” to predictive policing is 

described in a number of places (O’Neil 2016; Lum and Isaac 2016; Ferguson 2017; Selbst 

2017; Ensign et al. 2018; Lau 2020). According to this objection, if officer decisions about 

where to patrol and whom to investigate are racially biased, we should expect more arrests of 

members of the targeted racial group. When officer decisions are racially biased in a way that 

disfavors blacks, we should also therefore expect the crime forecasts of algorithms that are 

trained on arrest data to reflect this biased behavior of police officers on patrol. These 
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systems will direct officers to patrol black communities out of proportion to the actual rate 

of criminal activity in those communities.  

Predictive policing leads to a self-fulfilling prophecy or feedback loop when police 

departments respond to forecasts by sending more police patrols to black communities. 

Greater police attention will yield more arrests in the targeted location, which will be used to 

update the algorithm’s forecasts, which will confirm the earlier predictions. 

The Self-fulfilling Prophecy Objection is one instance of the more general “ratchet 

effect” of police profiling described by economist Bernard Harcourt.  

[I]f the police dedicate more resources to investigating, searching, and 

arresting members of a higher-offending group, the resulting distribution of 

arrests (between profiled and nonprofiled persons) will disproportionately 

represent members of that higher-offending group. The basic intuition is that 

policing is like sampling: when the police profile frequent offenders, they are 

essentially sampling more among the members of the higher-offending group 

(Harcourt 2006: 147). 

Even if the initial crime information is accurate, responding to that information 

rationally by increasing the amount of police attention paid to the area can ratchet up future 

police scrutiny to a point at which that scrutiny is no longer justifiable. In the case of 

predictive policing, the profiled group consists of black individuals living in areas with large 

numbers of arrests. The disproportionate sampling consists of officers making 

disproportionally more arrests in those profiled high crime areas. These arrests generate the 

data that is fed back into the predictive policing algorithm, leading to a rate of arrests in the 
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profiled areas that exceeds the actual rate of criminality in those areas. Of course, the ratchet 

effect is amplified if the initial data overrepresents crime in black communities. In this case, 

predictive policing would be ineffective because it is biased. 

The Self-fulfilling Prophecy Objection targets predictive policing’s effectiveness, but 

it is a short step from this objection to the conclusion that predictive policing is also unfair; 

for all sides of the debate will agree that it is unfair to unequally burden minority 

communities with the costs of law enforcement, at least when crime would be more 

effectively prevented if patrols were directed to places where the crime is actually occurring. 

This is precisely what the Self-fulfilling Prophecy Objection purports to establish. 

Why predictive policing is (at least sometimes) not biased 

The Self-fulfilling Prophecy Objection depends on the claim that the input data of 

predictive policing systems is prone to bias. Yet it is not clear that this claim can be 

sustained, because some predictive policing systems do not rely on arrest data to make their 

forecasts (Mohler et al 2015; Ferguson 2017; Brantingham et al 2018). Jeffrey Brantingham, 

whose academic work was used to create PredPol, writes of the system,  

the majority of hotspot and place-based predictive policing algorithms focus 

not on arrests, but on crimes predominantly reported to the police by the 

public (e.g., robbery, burglary, assault). Thus, the goal is to send police 

resources to areas where crimes have been reported by victims, thus 

preventing future crimes in those areas. While a feedback loop for reported 

crime may be possible, in this case the self-reinforcement is toward places 
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where citizens are placing calls for service (Brantingham, Valasik, and Mohler 

2018: 3). 

As the quote from Brantingham et al suggests, whereas arrests often reflect only 

discovered crime or suspicion of crime by officers, calls for service are more likely to reflect 

an actual crime occurrence that has been witnessed or discovered by a member of the public. 

Data on emergency calls for service are by no means flawless methods of tracking crime 

rates, but they do not in any obvious way lead to a self-fulfilling prophecy (Black 1970; 

Gutierrez and Kirk 2017). 

Citizen crime reporting can of course show racial bias (Tashea 2016). However, it is 

unclear that racial bias affects reporting of the sorts of crimes targeted by predictive policing 

systems. For example, PredPol was used by LAPD to target motor vehicle theft. Because 

vehicular theft is typically discovered by the victim after the thief has disappeared with the 

vehicle, the race of the suspect cannot influence the victim’s choice about whether or how to 

report the crime.  

Calls for service from predominantly non-white communities could underrepresent 

the extent of property or violent crime in those places. A recent Cato Institute survey found 

that while 78% of white Americans say they would “definitely” report a violent crime they 

witnessed, only 54% of African Americans and 57% of Hispanics are so confident (Ekins 

2016). Blacks and Hispanics also report a greater degree of legal cynicism—a lack of 

confidence in the justice, legitimacy, and responsiveness of agents of the law—than whites. 

This may affect their disposition to report crimes to the police (Kirk and Papachristos 2011). 

Residents of underprivileged communities are sometimes hesitant to report crimes because 
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of perceived police harassment or fear that their identities will be revealed to the 

perpetrators (Anderson 2000). Therefore, a predictive policing system that makes predictions 

on the basis of community-generated calls for service might underestimate crime in 

predominantly black communities, leading to less police attention there than is warranted by 

actual crime rates. The popular Self-fulfilling Prophecy Objection to the effectiveness of 

predictive policing is therefore inconclusive.  

 The fundamental limitation of the Self-fulfilling Prophecy Objection to predictive 

policing is that it hitches the case against predictive policing to the empirical claim that 

predictive policing systems are trained on racially biased data. While this is a legitimate 

concern, it is difficult to establish that racially biased data is being used in particular cases. 

 

3  Fairness in predictive policing 

Unfairness and bias 

If predictive policing turns out to be effective and unbiased, then it is not obvious 

how it could be unfair. Some critics of predictive policing seem to concede this. Consider 

Andrew Selbst’s articulation of a fairness-based objection to predictive policing. 

The potential for harm stemming from racially imbalanced outcomes is the 

harm resulting from having more police in a neighborhood that is unfairly 

maligned as having more crime…Thus, on a systemic level, over-policing 

nonwhite neighborhoods does present a fairness harm (Selbst 2017: 130). 

As indicated by the bolded text, Selbst takes the claim that predictive policing is unfair to 

turn on the empirical fact that predictive policing overestimates crime in black communities. 
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Over-policing in black communities is unfair, according to Selbst, precisely because there are 

too many police there, given the actual amount of crime in those communities. This suggests 

that predictive policing is not unfair, in the sense described by Selbst, as long as forecasts are 

accurate reflections of the amount of crime in black communities. I will now argue that mere 

absence of bias does not entail fairness. Predictive policing can be unfair even when it is 

unbiased, accurate, and based on sound empirical and theoretical rationales. 

The Unequal Burdens Argument 

To begin to understand why predictive policing can be unfair, even when it is 

unbiased and effective, it is helpful to consider another policing practice—racial profiling—

which is widely criticized as being unfair to black Americans. A comparison between 

predictive policing and racial profiling can be illuminating for several reasons. First, 

predictive policing and racial profiling are both methods of allocating police resources and, 

therefore, police attention. Second, racial profiling has been criticized in the media and 

academic scholarship as being unfair to racial minorities. Third, some fairness-based 

objections to racial profiling do not turn on the question of whether racial profiling is 

effective at reducing crime. 

The simplest defense of racial profiling is that crime statistics show that some racial 

groups commit some crimes at a disproportionately high rate, given their representation in 

the general population. If it is rational for police to deter those crimes, and to apprehend 

individuals who commit them, then it is rational for police to disproportionately investigate 

members of those racial groups (Boonin 2011: 308–26). 
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Opponents contend that the rationality of a practice does not equate to moral 

permissibility. Even when it is based on sound statistical generalizations about the rate of 

criminal offending by members of particular racial groups, racial profiling unfairly burdens 

innocent minorities with law enforcement for the sake of promoting the greater social good 

(Maclin 2001; Carter 2004). For example, if the police use race as a factor when choosing 

which motorists to pull over for traffic stops, then innocent black motorists will suffer a 

disproportionate share of the burden of policing. Disproportionately burdening innocent 

members of protected groups for the sake of promoting general security is unfair to the 

burdened individuals, and hence unjust. Therefore, racial profiling is unjust, even when it is 

more effective than other policing measures at reducing crime. Call this the “Unequal 

Burdens Argument” against racial profiling. The argument can be spelled out in a variety of 

ways, but the argument’s foundational claim is that justice requires the burdens of law 

enforcement to be distributed roughly equally among innocent people, regardless of race, 

even if an unequal distribution of the burdens is optimal with respect to crime prevention. 

A version of the Unequal Burdens Argument can be raised mutatis mutandis for 

predictive policing. Under a place-based predictive policing program, individuals living in 

designated high-risk areas receive greater attention from police. They are therefore more 

likely to interact with police via a stop, search, seizure, or arrest than people who live or 

work elsewhere. When a strong correlation exists between living in a designated high-risk 

area and being black, predictive policing can thus have the same outcome that people find so 

troubling about racial profiling: disproportionate contact with police by innocent black 

Americans. Increasing police contact in an area exposes innocent residents of that area to an 



 16 

elevated risk of mistaken search, seizure, arrest, and conviction. These risks can lead to real 

harm for members of the targeted community in the form of loss of autonomy (Blitz 2004), 

restrictions on individual expression and creativity, violations of citizens’ dignity (Castiglione 

2008), and the perception of a lack of respect by members of the community (Taslitz 2003). 

And of course, there are well-documented risks of physical harm (Tate, Jenkins, and Rich 

2020). In the extreme case, an innocent person may be killed if mistaken for an armed 

offender resisting arrest. There is evidence that black Americans are already 3.5 times more 

likely than white Americans to be the victim of a police shooting (Ross 2015). As Robertson 

et al (2020: 116) put the point, “Every encounter [with police] risks violating a marginalized 

individual’s right to liberty and equality, right to be free from discrimination, and right to be 

free from unreasonable search and seizure.” 

Therefore, when predictive policing recommends a disproportionate distribution of 

police patrols in predominantly black communities, it disproportionately imposes these 

burdens on innocent members of the communities. Note that none of these burdens 

assumes any malicious intent or racial bias on the part of police officers. The only 

assumption required for the Unequal Burdens Argument to have teeth is that these burdens 

are more likely to eventuate when there is more interaction with police by the public. 

Scholars have pointed out that other burdens are less direct. Heavy policing of black 

communities can lead to high incarceration rates for black Americans. In 2017, black 

Americans constituted 12% of the U.S. population but 33% of the incarcerated population. 

The high proportion of black Americans with a criminal record has downstream effects on 

employment, which can harm community cohesion. As Tracy Meares observes, convicted 
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felons are less likely to invest in their own “human capital,” perceiving such investment as a 

waste of time given their criminal record. This frays the relations between convicts and other 

members of their community, because the person with a criminal record is less capable of 

benefiting those members (Meares and Kahan 1998). As Andrew Selbst describes the 

concern, “The most “accurate” decision may not lead to the fairest result for people swept 

up in that region” (Selbst 2017: 137) 

So, even if predictive policing concentrates police patrols in minority communities 

simply because more crime occurs in those communities, innocent residents will be 

disproportionately burdened for the sake of promoting general security. This is unfair. 

The Unequal Benefits Objection 

The Unequal Burdens Argument against predictive policing faces a significant 

challenge. The challenge emerges from observing that predictive policing might 

disproportionately benefit the same people it burdens. Mathias Risse and Richard 

Zeckhauser have defended the fairness of racial profiling (in principle, if not in practice) as 

follows. 

We submit that a sufficient condition for imposing unequal burdens…is that 

those burdened more are net beneficiaries from that public good [whose 

supply depends on their unequal burden]. If the unequal imposition of a 

burden is counterbalanced by a net benefit that the relevant group gains, the 

unequal burden is not undue (Risse and Zeckhauser 2004: 158).  
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David Boonin has further argued that members of black communities do in some cases 

enjoy a net benefit from racial profiling, at least when it is effective at reducing crime. 

Boonin writes, 

Black Americans, after all, are disproportionately victims of crime. When 

crime is reduced, therefore, black Americans on average are disproportionately 

the beneficiaries (Boonin 2011: 342). 

Let us call this objection the Unequal Benefits Objection to The Unequal Burdens 

Argument. The objection has some merit. According to the FBI crime database, in 2015, of 

the 13,455 homicide cases where the FBI listed a victim’s racial information, 52.3% of 

victims were black, despite the fact that blacks comprise just 13.3% of the U.S. population. 

In 2018, 70% of black victims identified the offender as black (Morgan and Oudekerk 2019). 

Among black victims of crime, older black Americans are most commonly the victims of 

crimes, and they are most commonly victimized by young black Americans. So, 

disproportionately targeting crime in predominantly black communities can be expected to 

disproportionately benefit black victims. 

Even if one rejects the Unequal Benefits Objection when it is applied to racial 

profiling, the objection seems particularly plausible as a response to the Unequal Burdens 

Argument against predictive policing. If predictive policing is effective at reducing crime, it will 

be most effective at reducing crime in the places to which officers are directed. If predictive 

policing forecasts concentrate crime-fighting efforts in black communities, and it is effective, 

then predictive policing disproportionately benefits black communities in the form of crime 

reduction. These disproportionate benefits might morally counterbalance the 
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disproportionate burdens associated with additional police attention. As David Boonin 

writes, “If a practice disproportionately benefits black Americans, then it’s not clear why it 

would be unfair for it to also disproportionately burden them” (Boonin 2011: 342). 

Fairness and valid refusal of defensive intervention 

In response to the Unequal Benefits Objection I will now argue that even if the crime 

reduction benefits of predictive policing significantly outweighed the burdens for black 

communities, predictive policing might still be unfair. My argument begins with the 

observation that victims of harm possess a degree of moral authority over defensive 

interventions aimed at benefitting them. To see this, consider Jonathan Parry’s description of 

a single victim case of third-party defense against aggression. 

Elevator 1: Victim is taking a ride in an elevator. Aggressor begins to saw 

through the elevator cable because he hates Victim and wishes him dead. 

Rescuer is walking by and is able to shoot Aggressor with her sniper rifle, 

thereby saving Victim. However, Victim refuses intervention because he is 

deeply committed to nonviolence (Parry 2017: 363). 

It appears that it would be wrong for Rescuer to intervene in Elevator 1. Parry 

suggests that intervention is wrong in Elevator 1 because individuals possess a moral 

authority over what harms are brought against others on their behalf. 

[J]ust as I can exclude you from using my body or property by withholding my 

consent, I have the power to prevent you from justifying your actions by 

appealing to the fact that you will benefit me by repudiating those benefits 

(Parry 2017: 371). 
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Parry calls this power the “power of prudential exclusion” (PPE).  The moral foundation of 

this power is a commitment to anti-paternalism. Parry says, “It’s the victim’s life that is at 

stake, not anybody else’s, and so only he gets to decide if and how it is defended…On these 

matters, the individual is sovereign” (Parry 2017: 363). Just as it is my right to decline 

medical treatment because of my moral or religious commitments, it is my right to decline 

third-party defense that is intended to benefit me. 

PPE entails that it is wrong for Rescuer to intervene in Elevator 1 because Victim’s 

valid refusal to consent to the intervention means that Victim’s well-being cannot be used to 

justify Rescuer’s harming of Aggressor. To the contrary, by invoking Victim’s well-being to 

justify harming Aggressor, Rescuer wrongs Victim. Cases involving multiple victims are 

morally more complex. Consider Elevator 2. 

Elevator 2: Five Victims are taking a ride in an elevator. Aggressor begins to 

saw through the elevator cable because he hates Victims and wishes them 

dead. Rescuer is walking by and is able to shoot Aggressor with her sniper 

rifle, thereby saving Victims. However, while one Victim consents to 

Rescuer’s intervention, the four remaining Victims refuse because of their 

deep commitment to nonviolence (Parry 2017: 367–68). 

PPE entails that the Rescuer cannot appeal to the benefits to the four non-consenting 

victims to justify killing Aggressor, but Rescuer in Elevator 2 need not make use of the good 

of the four non-consenting victims to justify killing Aggressor. The good of the one 

consenting victim appears sufficient on its own to justify Rescuer’s killing of Aggressor. 

Therefore, Rescuer is permitted to kill Aggressor. 
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 Consent from potential beneficiaries of a defensive intervention is especially 

important when a defensive intervention imposes a risk of harm on innocent bystanders. 

This is because harm to innocent people is justified only if the harm prevented greatly 

outweighs it. As Parry puts it, 

when victims validly refuse defensive intervention, they thereby exclude their 

good from the pool of reasons that rescuers may appeal to in order to justify 

defending them. However, in cases where…defense involves killing innocents, 

the inadmissibility of these reasons may render defensive force 

disproportionate, depending on the specific facts of the case (Parry 2017: 385).  

Consider an extreme case in which a defensive intervention imposes significant harms on 

innocent bystanders, and all of the beneficiaries of the intervention have validly refused the 

intervention. In this case, because none of the benefits to the victims count morally in favor 

of intervention, and the harms the intervention imposes on innocent people count strongly 

against it, it is morally wrong to intervene. 

These observations from the ethics of third-party defense are key to understanding 

why the Unequal Benefits Objection to the Unequal Burdens Argument will often be 

unsuccessful. The practice of policing is a form of third-party defense involving multiple 

victims: 

(1) An aggressor (criminal) threatens unjustified harm to several victims. 

(2) A rescuer (police) has the ability to prevent the threatened harm by imposing defensive 

harm (arrest) on the aggressor. 

(3) Defending every victim is a condition of defending any. 
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And in many cases, a fourth condition will obtain as well. 

(4) One subset of the members of the victim group consents to defensive intervention, and 

another subset refuses (Parry 2017: 360). 

If we are trying to determine whether the benefits of a policing practice for members 

of a community are sufficient to outweigh the burdens, PPE helps us to think about which 

benefits count. PPE tells us that the benefits of a policing practice, qua defensive intervention, 

count morally in favor of the practice only when those benefits accrue to community 

members who have not validly refused consent. Disproportionate benefits accruing to 

beneficiaries who have refused consent cannot counteract any disproportionate burdens 

imposed on innocent persons. Where the subset of consenting beneficiaries is very small, 

and the burdens are significant, the burdens will often outweigh the benefits. 

I propose that the fairness of predictive policing therefore turns in part on what 

proportion of innocent members of targeted communities refuse consent to predictive 

policing and whether this refusal is valid. I cannot settle the question about the extent to 

which community members have or have not refused consent to predictive policing, because 

no surveys exist measuring public attitudes toward predictive policing. This absence of 

survey evidence is troubling on its own, given what I’ve argued so far. There is, however, 

indirect evidence supporting the conclusion that a significant segment of black communities 

might refuse consent to predictive policing as a method of allocating police resources, 

especially when predictive policing allocates more police patrols where they live. According to 

a recent national Gallup poll, 81% of black Americans want the police to spend the same or 

more time in their communities, but 19% want the police to spend less time there (Saad 
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2020). Black Americans have less favorable attitudes toward police than do white Americans 

(Albrecht and Green 1977; Bayley and Mendelsohn 1969; Hadar and Snortum 1975; Smith 

1991). Only 40% of black Americans have a favorable attitude toward police. 11% have 

“very unfavorable” attitudes toward police. 56% of black Americans say that police tactics 

are too harsh (Ekins 2016).  

Suppose that a substantial number of black citizens refuse consent to predictive 

policing. One might question whether this refusal to consent is valid. If refusal to consent to 

defensive intervention is not valid because it is unreasonable, one’s power of prudential 

exclusive may not be exercised. For example, refusing to consent to a defensive intervention 

on the basis of trivial or morally objectionable reasons (e.g., the rescuer’s race or gender) fails 

to preclude one’s well-being from counting in favor of the intervention. Refusal to consent 

to predictive policing may appear to be unreasonable as long as it is granted that predictive 

policing is more effective at apprehending and deterring offenders than alternative methods. 

Citizens of legitimate states have civic obligations to respect the authority of the law, where 

an obligation to respect the authority of the law includes an obligation to acquiesce to 

effective measures of crime reduction. If such an obligation exists, then it may seem 

doubtful that a person, qua citizen of a legitimate state, possesses the normative power to 

prohibit a state agency from pursuing the democratically authorized aim of crime reduction.  

To the contrary, black Americans can have powerful prudential and moral reasons to 

refuse predictive policing, and these reasons might override their civic obligation to 

acquiesce to effective state-authorized crime prevention initiatives. I will now describe some 

of these reasons. 
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First, many black Americans—particularly individuals who have been confined to 

ghetto poverty—may have diminished civic obligations to uphold the law as a general 

matter. Civic obligations are those which arise from the bonds between citizens in virtue of 

which they together compose a polity or nation. Were these associational ties between 

citizens not to exist, nor would civic obligations. Thomas Shelby has argued that black 

Americans living in ghetto poverty have diminished civic obligations to respect the authority 

of the law insofar as civic obligations are rooted in the political value of reciprocity (Shelby 

2007: 145). In virtue of benefitting from the cooperative scheme embodied by our social 

institutions, citizens incur obligations not to exploit or take advantage of other citizens in 

ways that flout the demands of that cooperative scheme. But, as Shelby observes, if 

reciprocity is the grounds of civic obligation, then it is plausible that the strength of one’s 

civic obligation depends on society’s institutions being arranged in such a way that one can 

expect to enjoy their fair share of benefits from the cooperative scheme. And all empirical 

facts about the past and present state of black America with respect to economic well-being, 

education, employment, crime and criminality, and life-expectancy indicate that American 

social institutions continue to be arranged in such a way that black Americans are deprived 

their fair share of benefits from the scheme of cooperation. Shelby writes, “From the 

standpoint of many ghetto residents, the social order lacks legitimacy. There appears to be a 

conspiracy to contain, exploit, and underdevelop the black urban poor, to deny them equal 

civic standing and punish them when they refuse to accommodate themselves to injustice” 

(Shelby 2007: 170). If one’s civic obligations are dependent on the reasonable expectation 

that the basic structure is arranged so that one will receive their fair share of benefits of the 
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system of cooperation, black Americans living in ghetto poverty possess weakened 

obligations to uphold the law. 

Second, black Americans have significant reasons to distrust federal criminal justice 

policies. Members of black communities have anecdotal, historical, media-based, and 

empirical evidence that the concentration of police patrols in their communities will impose 

significant moral costs on them and people with whom they are intimately related. Studies 

show racial disparities in police use of force (Buehler 2017), drug enforcement (Lynch et al. 

2013), and traffic ticketing (Dunn 2009). 39% of black Americans know someone who has 

been physically mistreated by the police, which is twice the percentage of white Americans. 

Black Americans comprised just 13 percent of the U.S. population but 25% of all police 

killings and 1/3 of unarmed victims (Fox et al. 2019). Moreover, given the role that law 

enforcement played in upholding institutions of which black Americans were the primary 

victims, including slavery, segregation, and Jim Crow, it is reasonable for black Americans to 

see these statistical disparities as reflecting a continued discounting of their interests by 

criminal justice institutions. So, when presented with a novel policing practice such as 

predictive policing, one result of which is the concentration of police patrols in black 

communities, it is prudentially reasonable for black Americans to refuse consent on the 

grounds that the practice is likely to be to their detriment. The combination of weakened 

civic obligations and a background of legitimate distrust of criminal justice institutions 

establishes a strong prima facie case for the claim that it is reasonable for black Americans to 

refuse consent to predictive policing. 
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Finally, one particularly powerful reason to refuse defensive intervention is that the 

intervention threatens harm to an innocent person to whom the beneficiary of the 

intervention owes an associative or role-based obligation. Members of black communities 

can find themselves in precisely this situation with respect to police protection. 

An associative obligation is a moral obligation that a person has in virtue of standing 

in a special relation to someone else. On associative obligations, C.D. Broad writes, 

[E]ach of us has specially urgent obligations to benefit certain individuals and 

groups which stand in certain special relations to himself, e.g., his parents, his 

children, his fellow-countrymen, etc. [T]hese special relationships are the 

ultimate and sufficient ground for these specially urgent claims on one’s 

beneficence (Broad 1985: 220). 

Ordinary morality includes a commitment to the view that individuals possess 

especially strong associative obligations to individuals with whom they share a special 

relationship—family members in particular—and that we ought to give greater weight to the 

interests of friends and family in our moral deliberations than we give to the interests of 

strangers. Role obligations are those obligations that one occupies in virtue of occupying a 

particular social role. For instance, a firefighter has an obligation to respond to an emergency 

in virtue of their occupying the role of firefighter. In ordinary circumstances, a parent 

plausibly has both associative and role obligations to protect their children from harm. 

About familial obligations Michael Hardimon writes, 

What, after all, would it mean to say that we conceive of ourselves as family 

members but regard ourselves as having no familial obligations whatsoever? 
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The suggestion that we could do this is incoherent…Although… 

noncontractual role obligations are by no means the whole of family or civic 

life, they are an integral part of them (Hardimon 1994: 346). 

If an action, practice, or policy were to conflict with a person’s associative or role obligations 

to family members, this would constitute one powerful reason to reject it. 

Many Black Americans have reasons, grounded in associative and role duties to 

friends and family to refuse policing practices that concentrate police patrols in their 

communities. As an illustration, consider once again the fact that among Black Americans, 

young men are by far the most likely to be the victims of police violence (Fox et al. 2019). 

Black Americans who are parents and grandparents have associative and role obligations to 

their children and grandchildren to protect them from harm. And so, many Black Americans 

who are parents and grandparents can reasonably view the intensification of police attention 

in their communities as being in tension with their associative and role obligations, qua 

parents and grandparents, to protect their children and grandchildren from harm. And if it is 

at least pro tanto reasonable for them to see a tension between intensified police patrols in 

their community and their familial obligations, then it is at least pro tanto reasonable for them 

to withhold consent to any practice or policy that would concentrate police patrols in their 

community. Predictive policing is one such practice. 

In sum, I have argued that a combination of factors makes it reasonable for black 

Americans to refuse consent to predictive policing. Black Americans (a) possess weakened 

civic obligations to uphold the law, (b) are reasonably distrustful of American criminal justice 

practices, and (c) possess associative and role obligations to protect their loved ones from 
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threats of harm by police. Therefore, responding to the Unequal Burdens Argument against 

predictive policing requires more than showing that predictive policing produces unequal 

benefits in crime reduction for the same communities that it unequally burdens. It must also 

be shown that enough of the beneficiaries do not validly refuse consent to predictive 

policing. Police attention directed at a community must be welcome to be fair. 

4  Community-led policing and problem-oriented policing 

I want to close by considering two modest steps that police departments might take 

to address the concerns I have raised. Research shows that perceptions of police become 

more favorable when police focus on serious crimes rather than nuisance crimes (Maxson, 

Hennigan, and Sloane 2003). If a convincing case is made to members of black communities 

that predictive policing targets serious offenses (property crime and violent crime) rather 

than minor offenses, and that it can reduce crime without imposing undue costs on innocent 

people, this is one step toward securing consent. Evidence also suggests that favorable 

attitudes toward police are positively correlated with informal contact with police (e.g., 

conversing in public or in a meeting of community members) and negatively correlated with 

formal contact (e.g. traffic stop or arrest) (Maxson, Hennigan, and Sloane 2003). What can 

be done to (a) make the case to black communities that predictive policing targets serious 

crimes and (b) increase informal (but not formal) contact between police and community 

members? Understanding that any policy proposal faces empirical questions that this author 

is ill-equipped to answer, I very tentatively endorse a two-pronged strategy of community-

led, problem-oriented policing.  

Community-led policing 
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 Community-led policing includes members of the community in strategic decision-

making. This requires police to meet with community members to exchange feedback about 

priorities, strategies, and outcomes. When communities are kept abreast of, and even 

involved in, strategic decision-making, buy-in is a more attainable goal.  

 One obstacle to community support is that most predictive policing algorithms are 

inscrutable or “opaque” to both the police who employ them in their work and to the 

citizens they affect. There are three ways that predictive algorithms might be opaque: the 

code may not be made publicly available because of intellectual private property protections 

and concerns about competitive advantage; understanding programming languages is a 

specialized skill, and few non-programmers are computationally literate in ways that would 

allow them to understand why an algorithm makes the determinations that it does; and the 

decision procedures of machine learning algorithms, which work by a mathematical process 

of iterative statistical optimization, resist interpretation in terms comprehensible to a human 

(Burrell 2016). Algorithmic opacity threatens community buy-in through a combination of 

factors. First, it can call into question the trustworthiness of the agency deploying the 

algorithm by presenting opportunities for concealment of abuses: (1) opacity enables 

“discrimination masking,” wherein the true (possibly racist) motives of law enforcement 

agents are hidden behind a mathematical façade (Barocas and Selbst 2016); (2) opacity can 

give rise to the appearance of “responsibility gaps,” scenarios where no one is accountable 

for mistakes made by the algorithmic system (Matthias 2004); (3) opacity allows for the 

possibility of so-called “agency laundering” wherein agents attempt to defer responsibility 
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for morally significant decisions to the determinations of algorithmic systems (Rubel, Castro, 

and Pham 2019). 

At the same time, opacity makes it difficult for police to address these grounds of 

community distrust because police are unable to explain the method by which the predictive 

system produces crime forecasts. Opacity therefore precludes departments from addressing 

some of the grounds for community distrust, by preventing a free and open exchange. For 

these reasons algorithmic opacity undermines attempts to secure community endorsement of 

predictive policing.  

On the other hand, the decision-making of human crime analysts is perhaps less 

transparent than the procedure employed by a predictive policing system. Human analysts 

are influenced by their own biases when making judgments about crime risk, and there is no 

way to assess how these biases influence those judgments. In this respect, algorithms are 

more transparent than human decision-makers, at least in cases where we have information 

about the system’s input data. Evidence-based policing expert Jerry Ratcliffe writes, “Unlike 

with clinical or hybrid decision-making, at least administrators and voters can make an 

informed decision regarding the algorithms and data that are inputs for predictive policing 

algorithms” (Ratcliffe 2019: 360). And yet there remains an important sense in which the 

decision-making of human crime analysts is more accountable than decision-making assisted 

by algorithmic predictive policing systems: when risk assessments are made by a human 

analyst, one can sensibly demand a justification from the analyst for the methods employed. 

Indeed, Rachel Boba Santos suggests that this may explain why organizations like the ACLU 

have singled out predictive policing for criticism but not the entire enterprise of crime 
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analysis. She writes, “…predictive policing is not transparent and does not include a “human 

factor” (i.e. crime analyst) through which analytical decisions are made about data, and the 

appropriateness of analytical techniques [is] justified” (Boba Santos 2019: 391). 

Problem-oriented policing 

 Especially when consent is hard to secure, problem-oriented policing can secure buy-

in while reducing the burdens that policing imposes on a community. Problem-oriented 

policing involves identifying the underlying causes of crime incidents at a hot spot and then 

developing and testing interventions that address those causes, rather than focusing solely on 

the incidents themselves (A. A. Braga 2008). Problem-oriented policing can reduce crime by 

eliminating opportunities for crime without concentrating police patrols in a community, and 

it has been found to have a statistically significant impact on crime and disorder (Weisburd 

et al. 2010). Because it considers non-enforcement-oriented interventions aimed at 

addressing the causes of crime hot spots, which do not involve increasing contact between 

citizens and officers on patrol, problem-oriented policing mitigates the risk of harm to 

innocents. Because it lowers the risk to innocents, problem-oriented policing is easier to 

justify in the face of concerns about fairness than enforcement-oriented policing tactics, 

especially in scenarios where the consent of citizens cannot be taken for granted. In addition 

to addressing the concern about unfairness, problem-oriented measures are also supported 

by a simple harm-minimization principle. According to such a principle, one is obligated to 

pursue the least harmful course of action in pursuing some legitimate policing aim. Because 

they mitigate harm to innocent citizens, non-enforcement, problem-oriented measures 

should be preferred to intensified patrols where they would achieve similar levels of 
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deterrence. This is especially true when community relations with police are fraught. Police 

departments should therefore adopt predictive policing systems that are amenable to 

problem-oriented policing tactics. 

I have argued that the prevailing focus on racial bias in predictive policing systems 

has overshadowed two normative factors that are essential to a full assessment of the moral 

permissibility of predictive policing: fairness in the social distribution of the benefits and 

burdens of policing as well as the distinctive role of consent in determining fair distributions. 

I have proposed that individuals possess a normative power to preclude benefits to 

themselves from being used to justify harms imposed on others. This means that the 

benefits of predictive policing conferred on members of communities who have validly 

refused consent to predictive policing cannot be used to morally justify the extra burdens 

that predictive policing imposes on other innocent members of those communities. In some 

communities of color, where relations with police are fraught and consent is hard to secure, 

the threat of unfairness looms large. Achieving fairness in predictive policing will therefore 

often require either securing a greater degree of consent from affected communities or 

reducing the burdens that predictive policing imposes on those communities. For these 

reasons, community-led policing and problem-oriented policing are likely to be key 

components of any fair approach to predictive policing. 
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